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#### Abstract

A novel construction method of quasi－cyclic low－density parity－check（QC－LDPC）codes is proposed based on Chi－ nese remainder theory（CRT）．The method can not only increase the code length without reducing the girth，but also greatly enhance the code rate，so it is easy to construct a high－rate code．The simulation results show that at the bit er－ ror rate $(B E R)$ of $10^{-7}$ ，the net coding gain $(N C G)$ of the regular QC－LDPC（ 4851,4546 ）code is respectively 2.06 dB ， $1.36 \mathrm{~dB}, 0.53 \mathrm{~dB}$ and 0.31 dB more than those of the classic $\operatorname{RS}(255,239)$ code in ITU－T G． 975 ，the $\operatorname{LDPC}(32640$ ， 30592 ）code in ITU－T G． 975.1 ，the QC－LDPC（ 3664,3436 ）code constructed by the improved combining construc－ tion method based on CRT and the irregular QC－LDPC（ 3843,3603 ）code constructed by the construction method based on the Galois field $(G F(q))$ multiplicative group．Furthermore，all these five codes have the same code rate of 0.937 ．Therefore，the regular QC－LDPC（ 4851,4546 ）code constructed by the proposed construction method has ex－ cellent error－correction performance，and can be more suitable for optical transmission systems．
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With the increasing development of optical transmission systems beyond $100 \mathrm{Gbit} / \mathrm{s}$ ，the digital signal processing （DSP），coherent detection and forward error correction （FEC）are becoming important for optical communication systems．Regardless of the data destination，optical transmission systems must provide the predefined bit error rate $(B E R)$ performance．To achieve a target $B E R$ ，it needs stronger FEC techniques ${ }^{[1-3]}$ ．Low density parity check（LDPC）codes have become one hot research of channel codes because they have the approximate Shan－ non limit error－correcting characteristics ${ }^{[4,5]}$ ．Due to quasi－cycle characteristics，quasi－cyclic LDPC（QC－ LDPC） codes $^{[6-8]}$ have lower complexity of the encod－ ing／decoding algorithm and easier hardware implementa－ tion．

In 2005，Seho Myung and Kyeongcheol Yang ${ }^{[9]}$ used the Chinese remainder theory（CRT）to construct the LDPC codes，and then some related construction methods of QC－LDPC codes based on CRT were reported ${ }^{[10-12]}$ ，in which the code length can be extended without reducing the girth，but the code rate can be changed．

A novel construction method of QC－LDPC code， which can enhance the code rate and extend the code
length without reducing the girth，is proposed in this pa－ per．This proposed method can construct the high bit－rate codes more easily．Furthermore，a regular QC－LDPC （ 4851,4546 ）code with the code rate of 0.937 is con－ structed，and its error－correction performance is com－ pared and analyzed．

A QC－LDPC code is characterized by the parity－check matrix consisting of the zero matrix and the circulant permutation matrix（CPM）as follows：

$$
\boldsymbol{H}=\left[\begin{array}{cccc}
\boldsymbol{P}^{a_{11}} & \boldsymbol{P}^{a_{a_{2}}} & \cdots & \boldsymbol{P}^{a_{n}}  \tag{1}\\
\boldsymbol{P}_{a_{n}} & \boldsymbol{P}^{a_{2}} & \cdots & \boldsymbol{P}_{a_{n n}} \\
\vdots & \vdots & \ddots & \vdots \\
\boldsymbol{P}^{a_{n 1}} & \boldsymbol{P}^{a_{n 2}} & \cdots & \boldsymbol{P}^{a_{m}}
\end{array}\right]_{m \times n},
$$

where $a_{i j} \in\{\infty, 0,1, \ldots, L-1\}$ ，and $L$ is a prime． $\boldsymbol{P}=\left(p_{i j}\right)$ is the $L \times L$ CPM defined by

$$
p_{i j}=\left\{\begin{array}{l}
1, i+1 \equiv j \bmod L  \tag{2}\\
0, \text { otherwise }
\end{array} .\right.
$$

If $a_{i j}=\infty, \quad \boldsymbol{P}^{a_{"}}$ represents an $L \times L$ zero matrix or an $L \times L$ CPM．The exponent matrix $\boldsymbol{E}(\boldsymbol{H})$ of $\boldsymbol{H}$ is defined as
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\boldsymbol{E}(\boldsymbol{H})=\left[$$
\begin{array}{cccc}
a_{11} & a_{12} & \cdots & a_{1 n}  \tag{3}\\
a_{21} & a_{22} & \cdots & a_{2 n} \\
\vdots & \vdots & \ddots & \vdots \\
a_{m 1} & a_{m 2} & \cdots & a_{m n}
\end{array}
$$\right]
\]

and $\boldsymbol{H}$ can be obtained by replacing each element $a_{i j}$ of $\boldsymbol{E}(\boldsymbol{H})$ with $\boldsymbol{P}^{a_{j}}$.

Theorem $1^{[13]}$ : Let $\left(a_{1}, a_{2}, \ldots, a_{2 l-1}, a_{2 l}\right)$ be represented as a $2 l$-block-cycle in template matrix $\boldsymbol{E}(\boldsymbol{H})$. Both $a_{i}$ and $a_{i+1}$ are located in either the same column block or the same row block, and both $a_{i}$ and $a_{i+2}$ are located in the different column and row blocks. If there is the smallest positive integer $r$ to meet the following formula:

$$
\begin{equation*}
r \cdot \sum_{i=1}^{2 l}(-1)^{i-1} a_{i} \equiv 0 \bmod L \tag{4}
\end{equation*}
$$

the $2 l$-block-cycle in $\boldsymbol{E}(\boldsymbol{H})$ leads to a $2 l r$-cycle in $\boldsymbol{H}$. Through detecting the exponent matrix $\boldsymbol{E}(\boldsymbol{H})$, the results can show whether there is the girth- 4 occurrence in the check matrix or not. Then the detection workload can be greatly reduced.

The specific construction by CRT is as follows. For $k=1,2, \ldots, s$, let $\operatorname{gcd}\left(L_{l}, L_{k}\right)=1$ and $C_{k}$ be a QC-LDPC code whose parity-check matrix $\boldsymbol{H}_{k}$ is an $m L_{k} \times n L_{k}$ matrix. The exponent matrix, which is an $m \times n$ matrix, is given by $\boldsymbol{E}\left(\boldsymbol{H}_{k}\right)=\left(a_{i j}^{k}\right)$. With $L=L_{1} L_{2} \ldots L_{k}$, the new parity-check matrix $\boldsymbol{H}$ which is an $m L \times n L$ matrix and the exponent matrix $\boldsymbol{E}(\boldsymbol{H})$ given by $\boldsymbol{E}(\boldsymbol{H})=\left(a_{i j}\right)$ have the same size as $\boldsymbol{E}\left(\boldsymbol{H}_{k}\right)$. According to CRT, $a_{i j}$ can be got as

$$
a_{i j}=\left\{\begin{array}{l}
\infty, \quad a_{i j}^{k}=\infty  \tag{5}\\
\left(\sum_{k=1}^{s} a_{i j}^{k} A_{k} L_{k}^{\prime}\right) \bmod L, \quad a_{i j}^{k} \neq \infty
\end{array}\right.
$$

where $L_{k}^{\prime}=L / L_{k}$, and $A_{k} L_{k}^{\prime}=1 \bmod L_{k}$. And then the par-ity-check matrix $\boldsymbol{H}$ of the new code $C$ can be obtained by replacing each element $a_{i j}$ of $\boldsymbol{E}(\boldsymbol{H})$ by the $L \times L$ CPM.

Theorem $2^{[11]}$ : If $r_{k}(k=1,2, \ldots, k)$ and $r$ are the least positive integers, which means that

$$
\begin{equation*}
r_{k} \cdot \sum_{i=1}^{2 l}(-1)^{i-1} a_{i}^{(k)} \equiv 0 \bmod L_{k} \tag{6}
\end{equation*}
$$

then $r=\prod_{k=1}^{s} r_{k}$.
Theorem 1 shows that a $2 l r_{k}$-cycle in $\boldsymbol{H}_{k}$ leads to a 2lr-cycle in $\boldsymbol{H}$. Theorem 2 implies that the 2lr-cycle in $\boldsymbol{H}$ is larger than or equal to the corresponding $2 l r_{k}$-cycle in $\boldsymbol{H}_{k}$. It means that the girth of $C$ is larger than or equal to that of $C_{k}$. By CRT, a large class of QC-LDPC codes can be designed. But this method just can increase the code length without reducing the original girth and changing the code rate.

For the lack of the original construction method by CRT, a novel construction method is proposed, which can greatly enhance the code rate through choosing the exponent matrices with distinct sizes. So the QC-LDPC
codes constructed by the novel method can meet the requirements of the high bit-rate codes in the optical communication system. Here, the construction process is given by two short QC-LDPC codes with exponent matrices with distinct sizes.

Under the condition of $n_{1} \neq n_{2}$ and $\operatorname{gcd}\left(L_{1}, L_{2}\right)=1$, let $C_{1}$ be a short QC-LDPC code whose parity-check matrix $\boldsymbol{H}_{1}$ is an $m L_{1} \times n_{1} L_{1}$ matrix and whose exponent matrix $\boldsymbol{E}\left(\boldsymbol{H}_{1}\right)=\left(a_{i j}\right)$ is an $m \times n_{1}$ matrix. And let $C_{2}$ be another short QC-LDPC code whose parity-check matrix $\boldsymbol{H}_{2}$ is an $m L_{2} \times n_{2} L_{2}$ matrix and whose exponent matrix $\boldsymbol{E}\left(\boldsymbol{H}_{2}\right)=\left(b_{i j}\right)$ is an $m \times n_{2}$ matrix. And the exponent matrix $\boldsymbol{E}(\boldsymbol{H})=\left(c_{i j}\right)$ of $C$ is an $m \times n_{1} n_{2}$ matrix. According to Eq.(5), it can be obtained that

$$
c_{i j}=\left\{\begin{array}{l}
\infty, \quad a_{i j}^{\prime}=\infty \text { or } b_{i j}^{\prime}=\infty  \tag{7}\\
\left(a_{i j}^{\prime} A_{1} L_{1}^{\prime}+b_{i j}^{\prime} A_{2} L_{2}^{\prime}\right) \bmod (L), \text { otherwise }
\end{array}\right.
$$

where $L=L_{1} L_{2}, L_{1}^{\prime}=\frac{L}{L_{1}}=L_{2}, L_{2}^{\prime}=\frac{L}{L_{2}}=L_{1}, A_{1} L_{1}^{\prime} \equiv 1 \bmod L_{1}$, $A_{2} L_{2}^{\prime} \equiv 1 \bmod L_{2}$, and $a_{i j}^{\prime}$ and $b_{i j}^{\prime}$ are the elements of $\boldsymbol{E}\left(\boldsymbol{H}_{1}^{\prime}\right)$ and $\boldsymbol{E}\left(\boldsymbol{H}_{2}^{\prime}\right)$, respectively. $\boldsymbol{E}\left(\boldsymbol{H}_{1}^{\prime}\right)=\left(a_{i j}^{\prime}\right)$ and $\boldsymbol{E}\left(\boldsymbol{H}_{2}^{\prime}\right)=\left(b_{i j}^{\prime}\right)$ are shown as

$$
\begin{align*}
& \boldsymbol{E}\left(\boldsymbol{H}_{1}^{\prime}\right)=\overbrace{\left[\begin{array}{llll}
\boldsymbol{E}\left(\boldsymbol{H}_{1}\right) & \boldsymbol{E}\left(\boldsymbol{H}_{1}\right) & \cdots & \boldsymbol{E}\left(\boldsymbol{H}_{1}\right)
\end{array}\right]}^{\text {repeat } n_{2} \text { times }}  \tag{8}\\
& \boldsymbol{E}\left(\boldsymbol{H}_{2}^{\prime}\right)=\overbrace{\left[\begin{array}{llll}
\boldsymbol{E}\left(\boldsymbol{H}_{2}\right) & \boldsymbol{E}\left(\boldsymbol{H}_{2}\right) & \cdots & \boldsymbol{E}\left(\boldsymbol{H}_{2}\right)
\end{array}\right]}^{\text {repeat }_{n_{1} \text { times }}}
\end{align*}
$$

Thus the code rate of the new code $C$ is $\left(n_{1} n_{2}-m\right) / n_{1} n_{2}$, and it is larger than those of $C_{1}$ and $C_{2}$ which are $\left(n_{1}-m\right) / n_{1}$ and $\left(n_{2}-m\right) / n_{2}$, respectively. If there is no condition of the existence of girth-4 in $\boldsymbol{E}\left(\boldsymbol{H}_{1}\right)$ and $\boldsymbol{E}\left(\boldsymbol{H}_{2}\right)$, there is also no girth-4 in the new code $C$.

The demonstration is shown as follows:
Take any sequence $\left(c_{i, j_{1}}, c_{i, j_{2}}, c_{i, j_{1}}, c_{i, j_{2}}\right)$ in exponent matrix $\boldsymbol{E}(\boldsymbol{H})$, and the sequences in the corresponding exponent matrixes $\boldsymbol{E}\left(\boldsymbol{H}_{1}^{\prime}\right)$ and $\boldsymbol{E}\left(\boldsymbol{H}_{2}^{\prime}\right)$ are $\left(a_{i, j_{1}}, a_{i, j_{2}}\right.$, $\left.a_{i j_{1}}, a_{i, j_{2}}\right)$ and $\left(b_{i, j_{1}}, b_{i_{i, j},}, b_{i_{2} j_{1}}, b_{i_{2} j_{2}}\right)$, respectively. Let $r_{1}, r_{2}$ and $r$ all be the least positive integers, which can make $\left(a_{i, j_{1}}, a_{i, j_{2}}, a_{i_{2},}, a_{i_{2} j_{2}}\right)$ in exponent matrix $\boldsymbol{E}\left(\boldsymbol{H}_{1}^{\prime}\right)$, $\left(b_{i, j_{1}}, b_{i, j_{2}}, b_{i_{2} j_{1}}, b_{i, j_{2}}\right)$ in exponent matrix $\boldsymbol{E}\left(\boldsymbol{H}_{2}^{\prime}\right)$ and $\left(c_{i, j_{1}}, c_{i, j_{2}}, c_{i, j_{1}}, c_{i, j_{2}}\right)$ in exponent matrix $\boldsymbol{E}(\boldsymbol{H})$ satisfy Eq.(4). According to theorem 2, $r=r_{1} r_{2}$ can be known. To prove $r>1$, namely, there is no condition under which the check matrix consists girth-4 in exponent matrix $\boldsymbol{E}(\boldsymbol{H})$, three kinds of conditions are classified.

The first condition: When $\left|j_{1}-j_{2}\right|=x p_{1}$ ( $x$ is the positive integer), namely, when $a_{i j_{1}}=a_{i j_{2}}$ and $a_{i, j_{1}}=a_{i, j_{2}}$ in $\boldsymbol{E}\left(\boldsymbol{H}_{1}^{\prime}\right)$, $r_{1}=1$; but when $b_{i, j_{1}} \neq b_{i, j_{2}}$ and $b_{i, j_{1}} \neq b_{i, j_{2}}$ in $\boldsymbol{E}\left(\boldsymbol{H}_{2}^{\prime}\right)$ under the same condition, $r_{2}>1$. As a result, $r=r_{1} r_{2}>1$.

The second condition: When $\left|j_{1}-j_{2}\right|=x p_{2}$ ( $x$ is the positive integer), namely, when $a_{i, j_{1}} \neq a_{i, j_{2}}$ and $a_{i_{2} j_{1}} \neq a_{i_{2} j_{2}}$ in $\boldsymbol{E}\left(\boldsymbol{H}_{1}^{\prime}\right), \quad r_{1}=1$; but when $b_{i, j_{1}}=b_{i, j_{2}}$ and $b_{i_{2} j_{1}}=b_{i, j_{2}}$ in $\boldsymbol{E}\left(\boldsymbol{H}_{2}^{\prime}\right)$ under the same condition, $r_{2}>1$. As a result,
$r=r_{1} r_{2}>1$.
The third condition: When $\left|j_{1}-j_{2}\right| \neq x p_{1}$ and $\left|j_{1}-j_{2}\right| \neq y p_{2}$ ( $x$ and $y$ are the positive integers), namely, when both $a_{i, j_{1}}$ and $a_{i, j_{2}}$ in $\boldsymbol{E}\left(\boldsymbol{H}_{1}^{\prime}\right)$ or both $a_{i, j_{1}}$ and $a_{i, j_{2}}$ in $\boldsymbol{E}\left(\boldsymbol{H}_{1}^{\prime}\right)$ are located in the distinct column in $\boldsymbol{E}\left(\boldsymbol{H}_{1}\right)$, $r_{1}>1$, because there is no girth-4 in $\boldsymbol{E}\left(\boldsymbol{H}_{1}\right)$. Similarly, when both $b_{i, j_{1}}$ and $b_{i, j_{2}}$ in $\boldsymbol{E}\left(\boldsymbol{H}_{1}^{\prime}\right)$ or both $b_{i, j_{1}}$ and $b_{i, j_{2}}$ in $\boldsymbol{E}\left(\boldsymbol{H}_{1}^{\prime}\right)$ are located in the distinct column in $\boldsymbol{E}\left(\boldsymbol{H}_{2}\right), r_{2}>1$, because there is no girth-4 in $\boldsymbol{E}\left(\boldsymbol{H}_{2}\right)$. As a result, $r=r_{1} r_{2}>1$.

Therefore, if there is no girth-4 in codes $C_{1}$ and $C_{2}$, there is also no girth-4 in the new code $C$. So this novel construction method can increase the code rate when the code length is increased without reducing the original girth.

According to the requirement of QC-LDPC codes with the high bit-rate for optical communication systems, the regular QC-LDPC(4 851, 4 546) code with column weight, row weight and code rate of 4,63 and 0.937 is constructed by using the proposed construction method. The selected specific parameters are shown as follows. $C_{1}$ and $C_{2}$ are selected as the exponent matrix $\boldsymbol{E}\left(\boldsymbol{H}_{1}\right)$ with the size of $4 \times 7$ based on $G F(7)$ and the exponent matrix $\boldsymbol{E}\left(\boldsymbol{H}_{2}\right)$ with the size of $4 \times 9$ based on $G F(11)$, respectively, and the exponent matrixes are constructed by the additive group construction method. Moreover, there is no girth-4 in the parity-check matrixes of the two short codes. The exponent matrix $\boldsymbol{E}(\boldsymbol{H})$ of the new code $C$ is a $4 \times 63$ matrix, and the order of CPM is $L=77$.

The simulation analyses of the constructed QC-LDPC(4 851, 4 546) code, the classic $\operatorname{RS}(255,239)$ code ${ }^{[14]}$ in ITU-T G.975, the $\operatorname{LDPC}(32640,30592)$ code ${ }^{[15]}$ in ITU-T G.975.1, the QC-LDPC( 3664,3436 ) code constructed by the improved combining construction method based on CRT ${ }^{[12]}$ and the QC-LDPC(3 843, 3603 ) code constructed by the construction method based on the Galois field ( $G F(q)$ ) multiplicative group ${ }^{[16]}$ are performed by Matlab program software. And all these five codes have the same code rate of 0.937 . The simulation environment is under additive white Gaussian noise (AWGN) channel, binary phase shift keying (BPSK) modulation method and the decoding algorithm of the sum product algorithm (SPA). When the iteration time is 16, the simulation result is shown in Fig.1. The net coding gain (NCG) of the regular QC-LDPC(4 851, 4546 ) code is respectively improved by $2.06 \mathrm{~dB}, 1.36 \mathrm{~dB}$, 0.53 dB and 0.31 dB compared with those of the $\mathrm{RS}(255$, 239) code, the LDPC( 32640,30592 ) code, the QC-LDPC( 3 664, 3 436) code and the QC-LDPC(3 843, $3603)$ code at the bit error rate of $10^{-7}$.

In the process of constructing QC-LDPC codes by using the proposed construction method, the moderate QC-LDPC code with different code bit-rates can be obtained by selecting the exponent matrices with different sizes of short codes. The QC-LDPC codes with the same
code bit-rate and different code lengths can be obtained by selecting the different orders of CPM. Thus, the choices of the code length and the code bit-rate for the proposed construction method of QC-LDPC codes are more flexible.


Fig. 1 The error correction performances of the QCLDPC(4 851, 4 546) code and other four codes

A novel construction method is proposed in this paper, which can increase the code length without reducing the girth, and also enhance the code rate. Moreover, the code length and the code rate can be adjusted flexibly by selecting different parameters. The simulation result shows that the regular QC-LDPC(4 851, 4 546) code constructed by the proposed construction method has better error-correction performance than the classic RS(255, 239) code in ITU-T G.975, the $\operatorname{LDPC}(32640,30592)$ code in ITU-T G.975.1, the $\operatorname{QC}-\operatorname{LDPC}(3664,3436)$ code constructed by the improved combining construction method based on CRT and the QC-LDPC(3 843, 3603 ) code constructed by the construction method based on the $G F(q)$ multiplicative group. Therefore, the constructed QC-LDPC(4 851, 4 546) code can be better used for high-speed long-haul optical communication system.
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